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A likelihood approach to deep generative models
for nonparametric estimation of a single distribution

<Abstract>

We investigate statistical properties of a likelihood approach to deep
generative models for nonparametric estimation of a singular distribution.
With our framework, a usual likelihood approach can fail to estimate the
underlying distribution consistently because of the singularity. We prove
that an effective estimation is possible by a simple data perturbation
technique. We also characterize a certain class of distributions which can
be efficiently estimated via deep generative models. The class is
sufficiently general to contain various structured distributions such as
product distributions, classically smooth distributions and distributions on
a manifold. Our analysis gives some insights into how deep generative
models can avoid the curse of dimensionality in a nonparametric
distribution estimation problem. We also empirically demonstrate that the
proposed data perturbation technique improves the estimation
performance significantly.
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